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Our work: Design of specialized LDPC codes with a coupled sampling

strategy to achieve a significantly lower probability of failure.
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» Concentrated LDPC codes with Greedy sampling improve the probability of failure

A) ITW 2020 7/8

Mitra, Tauz, Dolecek (



References

> (Al-Bassam '18) M. Al-Bassam, et al., “Fraud and Data Availability Proofs:
Maximising Light Client Security and Scaling Blockchains with Dishonest
Majorities,” arXiv preprint arXiv:1809.09044, 2018.

> (Yu '19) M. Yu, et al., “Coded Merkle Tree: Solving Data Availability Attacks in
Blockchains,” International Conference on Financial Cryptography and Data
Security, Springer, Cham, 2020.

> (Xiao '05) X.Y. Hu, et al., “Regular and irregular progressive edge-growth tanner
graphs,” |IEEE Transactions of Information Theory, vol. 51, no. 1, 2005.

» (Tian '03) T. Tian, et al., “Construction of irregular LDPC codes with low error
floors,” IEEE International Conference on Communications, May 2003.

Mitra, Tauz, Dolecek (UCLA) ITW 2020 8/8



