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BLOCKCHAIN SYSTEMS ENTROPY TO CONCENTRATE CYCLES: EC-PEG ALGORITHM
|;|E e Uniform distributions have high entropy
D oo 2 55 * Blockchain ledger maintained by a network of nodes e Concentrated distributions have low entropy EC (Entropy Constrained)-PEG Algorithm
o R e Full nodes: maintain a local copy of the entire ledger — prohibitive storage costs For each VN v; | .
EEE \ R Bitcoin ledger size ~ 350GB, Ethereum ledger size ~ 600GB* Expand Tanner Graph in a BFS fashion
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We want the cycle distributions to be concentrated » Update cycle distribution

DATA AVAILABILITY (DA) ATTACKS IN BLOCKCHAINS

— Select Check Nodes (CNs) such that the entropy of the cycle distribution is minimized

. Sampling Strategy:
I.nvah.d
! Orion h‘ldde“ * Greedy Sampling: greedily sample VNs that are part of a large number of cycles
----- No fraud proof . . . . . «1e
Honest Full Node\f e Systems with light nodes and a dishonest majority of full nodes are vulnerable to e Random Sampling (with replacement): sample each variable node with equal probability
I DA attacks [Al-Bassam "18], [Yu "19]
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Lovelid Txe | I No fraud proof  Honest Nodes: Cannot verify missing transactions — No fraud proot Code parameters: Code length = 100, VN degree = 4, Rate = %, girth = 6.
EEE e Light Nodes: No fraud proof — accept the header. VN indices arranged in decreasing order of cycle 6 fractions e (Cycles and SSs are concentrated towards the same set of VINs
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e To improve storage etficiency, LDPC codes are used [Yu "19 0 0
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“Is the Block Available ?”

— Tanner Graph representation

Probability of failure affected by small stopping sets SIMULATION RESULTS: PROBABILITY OF FAILURE

e If hidden, prevents a peeling decoder from decoding the block — No fraud proof from full nodes

| I 4 eq e . ) 5 ——%—I-Ensemble + RSI =6 [Yu '19] o 111 1 1 1
. J' CpC o Probability of failure (2 samples): ;M ________ EC.PEG + RS g — 10 Probability of failure for a Stopping set of size p
< o L 0.8 Ak L hepme ek - e Code parameters: Code length = 100, VN degree = 4, Rate = %
[ 3 3 ~ a t \ T RS p P & 8 2
| _ : o = II‘{'I.-.-."I"F - Original PEG + GS p = 10 . .
' | I ! (1 B 3_2> (1 B ﬁ) = 0.8l < LA - Original PEG + GS = 11 ¢ RS: Random Sampling, GS: Greedy Sampling
I Y ’ Small stopping set hidden « 06§ A el e EEI%EI%G + GSI,u — 1IIJ_ |
Stopping Set \ J O LA AL X —+EC-PEG + GS pi = 11 Three Levels of i t:
opping Se - Bt u ree Levels of improvement:
2 AR 4~ EC-PEG + GS p = 12
. e e . . . . . (o o . '_I:I 0.4 A \'*}" g > S R —— SR ®-—-—-- Greedy ——— . - — —-. Concentrated ------ ®-— —--
IOur work: Design specialized LDPC codes with a coupled sampling strategy to achieve a significantly lower probability of failure - WY RN e e PEG . Sampling . Design .
vD I't I\ \ I'\.:}l\\"\_x lm‘kh ____+ _____ ———— k- -—-—- ————k - —_— —m k-
S 027 AN >
- NN TS, C d LDPC cod led with a Greed
. T e oncentrate codes coupled with a Greedy
CONCENTRATED STOPPING SET DESIGN 0, " e “'““‘"' {;(; s o sampling strategy improve the probability of failure

In this work, we consider an adversary which randomly hides a stopping set of a particular size. No. of Samples s
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